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We shall use the following notation: x will always denote a variable
defined on (-co, co), Y will always denote a variable defined on (0, co),
Ilf(x)llp will stand for the norm of fin Lp(-co, co) and II f(Y)ll p for the norm
of fin Lp(O,co); for fJ>O, WIl(x)=(I+x2)lll2exp(-x2j2) and VIl(y)=
(1 + y)Il/2exp(-yj2); n will denote a strictly positive integer, and qn an
arbitrary polynomial of degree at most n; by c we shall denote positive
numbers depending at most on fJ, and by c(.) positive numbers depending at
most on fJ and on the variables enclosed by the parentheses, but not
necessarily the same positive number if they appear more than once in the
same formula.

This paper is a sequel to [I], and like it has been deeply influenced by the
ideas of G. Freud. The first five theorems below present polynomial
inequalities on (-co, co) involving the weight WIl(x); the casefJ=O of these
results was proved in [I]. The remaining five theorems present polynomial
inequalities on [0, co) involving the weight VIl(y). The functions WIl(x) were
introduced by Freud in [2]. Note that if QIl(x)=-ln[WIl(x)] and
fJ> 16[exp(ljI6)-I] > 1.04, then QIl [(fJjI6)1/2] <0, and therefore WIl(x)
does not satisfy one of the hypotheses of [3]. Moreover Q;;(O) = 1 - fJ; thus
if fJ > I, WIl(x) is neither very strongly regular nor superregular in the sense
of Mhaskar [4. 5]. Hence the theorems in this paper are not contained in,
nor can be trivially inferred from, the results of these authors.

We start with:

THEOREM I. Let 0< r < co and 1 <p <co. Then

where m - 1 is the integral part of r + fJ.
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Proof Since

(1 )

the case p = 00 follows by combining the cases p = rand p = r + fJ of \6.
Lemma 3]. Assume therefore that p < 00, and let III = xl / 4 In f. J" =
lx/4vn~lxl<4In+ml. and VII=ix/lxl/4In+ml. If A n =

III
n
Ilxl r W8(x) qn(x)IP dxl l

/
p• applying /1, (12) I and the remarks that follow

it, and bearing in mind that if ixl / I, then W~(.'() ~ 28/
2

IX I,] Wo(x). we have

(AnY = I IlxlrW!\(x) qn(x)IP dx + I Ilxl rW3(x) qn(xW' dx
.-J n • f'lI

~2P8/2116(n+m)IPI8+r)/2 ( IWo(x)qn(xW' dx
~. J n

+ 2p82 ( i Ix!r+3Wo(x)qn(x)!P dx
.' VI!

~ Ic(mW l.n
pm2 J IWo(x) qn(x)IPdx +L" Ix

m
Wo(x)IP dx I

In

~ [nc(mWln pm2 exp(-cpn)(11 WO(X) qn(x)llpY'

+ exp(-cpln + m 1)(llxm WO(X) qn(x)lip)P I
~ Inc(m) jPln pm

/2 exp(-cpn)(11 W8(X) qn(x)llpY'

+ exp(-cpj n + m J)(llxm WO(X) qn(x)II/Y' I.

An inspection of the proof of II, Theorem I I shows that

thus

Since

the conclusion follows. Q.E.D.

For 0 <P < 00, a result similar to Theorem I can be derived from Bonan
16, (3.2.3)]. However, the integral on the right-hand side of the inequality
would be defined over an interval with endpoints at
± [(1 + A)(2n + (1/2 + 1/2) 1

1
/2, where A is any positive real number. Thus the
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inequality that can be inferred from Bonan's result is superior for small
values of fl, whereas for large values Theorem 1 is better.

THEOREM 2. (a) Let 1 :< P:< 00 and 0:< r, a < 00. Then

(b) The above inequality is optimal in the sense that for any choice of
r, a and p, (r, a ~ 0; 1:< p :< 00), c(r, a) cannot be replaced by a sequence
{cnf that converges to zero as n tends to infinity.

Proof (a) Applying Theorem I we have

Illxl r
+

a WIl(x) qn(x)ll p:< c(r + u) Illxl r
+

a WIl(x) qn(x)IIL
p
(-4 yIn,4 yin>

:< c(r, a) na/2lllxl r WIl(x) qn(x)IIL
p
(-4 V~.4 V';)

:<c(r,a)n
aI2

" Ixl
r

WIl(x)qnCx)"p,

and the conclusion follows.

(b) Proceeding as in the proof of [1, Theorem 1(b)] it is readily seen
that for any (j ~ 0 and 1 :< p < 00,

(1IIxl~ Wo(x)llp)P = (2/p)(1/2)(~p+ I) F[(1/2)(t5p + 1)].

Let qn(x) = x n; thus Ilxl r +a WIl(x) qn(x)1 = Ixl r+a+n WIl(x), and from (1) we
infer that if 1 :< p < 00,

Illxjr+a WIJ(x) qn(x)llp~ Illxl r
+

a
+ ll +

n Wo(x)ll p

= (2/p )(1/2)[r+ a + IJ + n + lip] (F[ (r + a + fl + n) p/2 + 1/2] liP)

and

"Ixl
r
WIl(x) qn(x)"p:< 2 1J

/
2 "(1 + IxllJ

) Ixl
r
+

n
Wo(x)"p

:< 21l12 (lllxl r+nWo(x)ll p+ Illxl r
+ ll +

n Wo(x)ll p )

= c(2/p )(1/2)[r+ n+ I/p] (F[ (r + n) p/2 + 1/2]) lip

+ (2/p )(1/2)(r+ll+ n + II p] (F[ (r +fl + n) p/2 + 1/2 ])IIP].

Applying Stirling's formula we therefore see that

and the conclusion follows.
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We now prove the assertion for p = 00. Using elementary calculus it is
easy to see that for any 6? 0, IllxloWo(x)lla. = 60

/
2 exp(-<5/2). Applying (1)

we thus have

Illxl r
-

a Wil(x)qn(x)11

? (r + a + /3 + n)1 1/2)(r + (l + il + n) exp 1-( 112 )(r + (1 + /3 + n) I
and

III xl r Wil(x) qn(x )11" ~ 2il12 (111 xl n nWo(x )11 ,r + III x Ir - il I II Wo(x )11 j )

= 2il /2l(r + n)(I!2llr+n) expl-(1/2)(r + nll

+ (r + /3 + nt 2
)lr+:1+ III exp [-(1/2)(r + /3 + n) I

whence the conclusion readily follows. Q.E.D.

Part (a) of the following theorem was proved by G. Freud 12, p. 129.
Theorem 21. A particular case appears in Ill.

THEOREM 3. (a) Let I ~ P ~ 00; then for any natural number s,

(b) The above inequalily is optimal (in the sense of Theorem 2).

Proof of (b). For the purposes of this proof we shall say that all ~ bll if
there are two constants KI(k) and K 2(k) such that KI(k) Ibnl ~ all ~

K 2(k) Ibnl. Let Hn(x) denote the nth Hermite polynomial; from 17. p. 838.
7.375-11 and Stirling's formula

I' exp(-2x 2
) H~(x) H 2k (x) dx

.' R

,
I exp(-2x 2

) H~(x)(1 + 2x 2
)' dx ~ \' a r n- r 2nT(r + 1/2) ~ 2"F(n + 1/2).

JR r 0

From the inequality (l +2X2)'~(l +2x2)0~(l +2x2)'+I. where k is the
integral part of 6, it is clear that the preceding asymptotic formula is also
satisfied if k is replaced by any non-negative real number. Setting
6 = /312, Hen(x) = Hn(x V2) and making the change of variable 12 x ---> x we
thus see that for any /3 >0,

(2)
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Since [WO(x) Hen(x)](r) = (-ly2- r12 Wo(x) Hen t r(x), applying the Leibnitz
rule we have

[Wll(x) Hen(x) liS) = [(1 + x 2)1l12 Wo(x) Hen(x) ] (s)

S-I

= I {e(r, s)[(1 + x1)M1J{s-r) Wo(X) Hen + rex)}
r=O

Thus, since 1[(1 +x2)1l/2rs - rl l<c(r)(1 +x1 )1l12,

II W/l(x) Hents(x)IIl <e(s) II [Wll(x) Hen(x) ItS) 112
S-I

+ L c(r, s) II Wll(x) Hent /x)112'
r=O

Since rex + I) = xr(x), we infer from (2) that if r < s, II Wll(x) Hent r(x)lIl =
an(r) II Wll(x) He"ts(x)lI, where lim,,~oo an(r) = 0; hence the preceding
inequality implies that II Wll(x) He"ts(x)112 <c(s) III Wll(x) Hen(x)rS

) 112' Since
(2) also implies that II Wll(x) Hen(x)lll <c(s) n- s12 11 Wll(x) He,,+sCx)112' we
conclude that II W/l(x) He,,(x)112 <c(s) n- s

/
2 11 [Wll(x) He,,(x)rS)112' which

proves the assertion for p = 2.
We. shall now prove the statement for every P> 1. Let

f(x) ~ L ar(f) Pr(W~;x) be the expansion of f(x) in the polynomials
Pre W~; x) orthogonal with respect to the weight W~(x) on (-00, (0), let
sm( W~ ; f; x) be the sum of the terms r <m of this expansion, and let
V2,,(W~;f;x)=n-IL~"~f1tISm(W~;f;x). From [2, (39), (40)] or [8,
Lemma 2.6], and the Riesz-Thorin theorem [9, Vol. 2, p. 95], we readily
infer that for all P such that 1 <P < 00 and every measurable function f(x)
such that II W/l(x)f(x)ll p < 00,

(3)

Assume now that for some sand p and for every polynomial sequence
jqn(x)} there is a sequence je,,}, converging to zero, such that

(4)

Define the linear operator Tn,s(f) by [Tn.s(f)](x) = [Wll(x) V1m(f;x)](S).
Applying (4) and then (3) we readily infer that II [T",,(f)] (x)lI p <
c"c(p)(2ny/lll W/l(x)f(x)ll p ' The argument is completed exactly as in the
proof of [I, Theorem 2(b)]. Q.E.D.

THEOREM 4. Let r> 0 and 1< P, PI <00. Then
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Proof For P < PI ~ 00 the proof is identical to that of the corresponding
case of II, Theorem 3], using Theorem I instead of II, (13)1·

Let X o be such that IllxlrWIl(x) qn(x)llo: = Ixol r ! W~(xo) qn(xo)l· We now
show that for every real (.

[1-e(r)nl/21(-xolllllxlrWg(x)qn(x)IIJ ~1!(lrWi\(r)qll(t)i. (5)

where c(r) > O. If r is an integer, the proof is identical to that of [I. (23) I.
using Theorem 3 instead of II. Theorem 21. To prove it for other values of r.
let k be the integral part of r. and e(r) = max jc(k). c( k + I) f. Let ( be
arbitrary but fixed.

If I-e(r)n t-xol~O. (which happens in particular if (=0). (5) is
trivial. Assume therefore that l-e(r)nL2It--xol>0. and let h(r)=
Illx/(lr WIl(x) qn!-:o;)II,. Then (5) is equivalent to

h(r) ~ IWi!(t) qn(t)111 - err) n 1.2 It - X oII 1

Since l-e(k)n l ;2!t-xo!>O and l-c(k+l)nI211-xo:>O. the
preceding inequality is satisfied for r = k and r = k + I. and the conclusion
readily follows by noting that since h(r) is convex. h(r) ~ max{h(k).

h(k+ I)f ~ iWIl(t)qn(t)III-c(r)nli2lt-xoll I.

The remainder of the proof is carried out exactly as in the proof of [L
Theorem 31. using (5) instead of II. (23) I. Q.E.D.

Theorem 4 should also follow from [5. Theorem 21.
A result similar to Theorem 4 can be inferred from Mhaskar and Saff [10.

Theorems 6. I and 6.41. However. the constant that would appear in the
inequality would depend also on P and PI'

A converse of Theorem 2 is

THEOREM 5. Let a. (j ;;::: 0 and I ~ P ~ 00. Then

The proof of this assertion is based on the following:

LEMMA. Let (j;;::: 0 and I ~ P ~ 00. Then

Proof We first prove the statement for P = 00 and fJ = O. Let;';;::: 0 and
Ii lxi' Wo(x) qn(x)ll, = IXol' Wo(xu) Iqn(xo)i· Making if necessary a change of
variable of the form x ---> - x. we can assume without essential loss of
generality that X o ;;::: O.
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Setting f(x) = xy+ I Wo(x) qn(x) (x ~ 0) and applying the mean value
theorem we see that if Xo> 0, f(xo) = Xof' (~), where °< ~ <X o' Dividing
by X o we have xb Wo(xo) qn(xo) = f' (~), i.e.,

(6)

An application of the mean value theorem and a limiting process also show
that if X o= 0, (6) is satisfied for ~ = 0. (This case is of significance only if
y = 0.) Let m denote the integral part of y; then y = m + a, where °~ a < 1.
Since f(x) =xa Wo(x)[xm+lqn(x)], it is clear that f'(x) = axYWo(x) qn(x) ­
xa+IWo(x)[xm+lqn(x)] + xaWo(x)[xm+lqn(x)]'. Thus from (6),

IIIxlY Wo(x) qn(x)lloo ~ a IIIxlY Wo(x) qn(x)lloo +Illxl Y+
2 Wo(x) qn(x)lloo

+ Illxl a Wo(x)[xm+lqn(x)]'lloo'

i.e.,

(1 - a) IllxIYWo(x) qn(x)lloo

~ IIlxly+2 Wo(x) qn(x)lloo + Illxl a Wo(x)[xm+Iqn(x)]'lloo'

Since 1 - a> 0, applying Theorem 2 to the first term in the right-hand
member of the preceding inequality, and [2, (29) I or [11, Theorem 81 to the
second term, we see that

Combining the cases y = fJ and y = fJ + 6 of the preceding inequality with
(1) and the inequality 0< Wo(x) ~ WIl(x), we readily conclude that

which is the result for p = 00 and fJ ~ 0.
To prove the assertion for 1~ P < 00, let In = [-n -112, n - 1/2 j, and let I n

be the complementary set of In in (-00,00). If x is in I n, I ~ Ixl n l12 ; thus

f Ilxlo WIl(x) qn(x)IP dx ~ nP/2 1 IlxlO+ I WIl(x) qn(x)IPdx
J n ~ J n

~ [n l12 II IxlO+ I WIl(x) qn(x)lIp]p. (8)

On the other hand, applying the mean value theorem of the integral calculus,
(7), and Theorem 4, we have
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I [Ixl Wa(x)qn(x)IPdx=2n-1/21ItI6W8(I)qn(t)IP
". J!/

<2[n ··I/(2pl IIIxl 6 W(J(x) qn(x)ll, I"
< [c(6)n- l

/(2,,).1.211I x I6 .! W8(x)q,,(x)il, 1/'

< IC(6) n l
/
2C(6) Illxl 6

+ I W8(x) qn(x)llpjP.

Combining the preceding inequality with (8). the conclusion follows. Q.E.D.

Proof of Theorem 5. It suffices to assume that qn(x) is not identically
zero. The assertion is trivial for a = °and follows by repeated application of
the Lemma if a is a natural number. Since the inequality is equivalent to

and for fixed 6 the left-hand member of the preceding expression is a convex
function h of a, the conclusion now readily follows by noting that if m I is
the integral part of 2r + Ii + II p, then h(a) <max{h(O), hem n. Q.E.D.

A result similar to Theorem 5 can be inferred from 16, p. 26, (3.2.27)1 and
Mhaskar and Saff j121. However. the constant c that appears in the
inequality would depend also on p.

The remaining results concern the interval (0, ro):

THEOREM 6. Let r> 0 and I <P < roo Then

Proof Assume first that I <p < roo Since qn(x') is an even function.
making the change of variable Y = x 2 and applying Theorem I we see that if
m - I is the integral part of 2r + f3 + lip·

II /Va(y) qn(y)llp= ~ 2 {" Ilx[2r W1l(X) qn(x2
)11' x dx II"

= Illxl 2r
+ 1/" WI) (x) qn(x 2)ll p

<c(m) III X12n
1/" Wa(x) qn(x

2
)11/1'1 _4 V2".4 ",n I

= 2 lipc(m) III X12r
, lip Wll(x) qn(X2)11/1'10.4 /2n I

= 2 l/Pc(m) u: /2n Ix 2r WB(X) qn(X 2)IPx dx \ ! I'

<c(m) II yrVfl(Y) q"(y)IIL
r
(o.32,,J·
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Q.E.D.

The conclusion now follows by noting that if m. - 1 is the integral part of
2r + fl, then m = m l or m = m l + 1, whence c(m) <max{c(m l ), c(m l + I)}
(i.e. c(m) <c(r)). The proof for P = 00 is similar and will be omitted.

Q.E.D.

THEOREM 7. (a) Let 1 <P <00 and 0 <r, a < 00. Then

(b) The preceding inequality is optimal (in the sense of Theorem 2).

Proof Part (a) is a trivial consequence of Theorem 6. To prove (b), set
qn( y) = yn, and proceed as in the proof of Theorem 2(b), using the fact that
for y ~ 0,

THEOREM 8. Let r ~ 0 and 1<p, PI < 00. Then

Proof Let y = x 2
• Since

the conclusion readily follows from Theorem 4 if we notice that the function
c(r) that appears in the statement of Theorem 4 can be taken to be constant
between consecutive integers and use an argument similar to the one
employed at the end of the proof of Theorem 6 to prove independence
from p. Q.E.D.

The following is a trivial consequence of Theorem 5, obtained by the
change of variable y = x 2

•

THEOREM 9. Let 1<P < 00, a ~ 0, and (j ~ -1/(2p). Then

Finally, we have

THEOREM 10. Let r ~ 0 and assume that 1 <P <00. Then

Proof Let Ilf(x)ll: denote the L p norm of f(x) with respect to the
measure Ixl dx on (-00,00). It is easy to see that for any polynomial qn

(9)

640/41/1-4
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<c(p,r)n r

<c(r. p) 11'

For P = CIJ this assertion trivially follows from [2, (29) [. whereas for
I <P < CIJ it is a consequence of (I) and 13, (3.2.1) I.

We now proceed with the proof of the theorem. starting with the case
2r> s (whence max(2r, s) ~ r = r). The proof is by induction on s. Let

.1'=x2 and Pn(x)=qn(x 2); then if q~(.1')=(dld.1')qn(Y) and p;,(x)=
(dldx)Pn(x), it is clear that .1'1/2q;,(y) = (1/2) p;,(x). Since W,l'C) p,,(x) is an
even function, proceeding as in the proof of Theorem 6 we have

whence from (9) we infer that if P = I or P = CIJ,

11//2Vll(Y) q~(Y)I[p <c( p) n 1/2 II Wil(X) PII(x)ll: = C(p) n 12 II Vij ( .1') qll( .I' )1:/1'

( 10)

If 2r > I, applying Theorem 7 and then (10) we see that

II .1'rVij(y) q;,(Y)llp = II .1'(r In· 12VI~(Y)q;,(yilip

1/2 II' 1'1 2 V, (v) q'( \'l[1
I .. i3 w, n· 1/1

1/2 n 12 II V3(y) q,,(Y)II/).

We have therefore proved the assertion for s = I.
Before proving the inductive step note that if s IS a natural number.

applying (9) we have

[I .1'1/2V3(.1')I .1' s/2qnCv)!'11 = II Wll(x)[x'p,,(x)!'II;;

< c(p, s) n l2
1i Wil(x)x'p,,(x)II/;

=c(p,s)n l 'll y S2V8(y)q,,(yJ['I)' (11)

To prove the inductive step we proceed as follows: Since

yl/2q~I+I)(y)= [y\/2q~l)(y)!, _ (s/2)

it is clear that

II is+ 1)/2V
3
(y) q;,S-II(Y)II{)

<II Y 1/2 Vil(Y) [ yS/2q~ltV)!' lip + (sI2) II)·IS 112 VilC]') q;,'tv )111"

( 12)

whence from (II), Theorem 9, and the inductive hypothesis,

II y(l-l)/2V
3
(.V) q~s+ 1)(Y)111'

<c(p, s) n 1/2 II y ' /2 Vll(Y) q~l)( y)ll p + c(s) n 1/2 II y S2 V il ( y) q;,')( YJill)

<c(p, s) n 1/2n s
/2 II Vil(y) qn(Y )111' + c(p, S) n ls + I )/2 II Vile y) qnCV Jill'

= C(p, s) niH 1)/2 II Vil(.1') qII(Y )111"
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If 2r ~ s + 1, applying Theorem 7 we therefore have

II yrVIl(y) q~s+ 1)(Y)llp= II yr-(S+ 1)/2 i s+1)/2 VIl(Y) q~S+ 1)(Y)ll
p

::;:; C(p, r, s) nr-(s+ 1) /2 11 y(S+ 1)/2 ViJ(Y) q~S+ 1)(Y)ll
p

49

(13)

and the conclusion follows.
Assume now that 2r < s (whence max(2r, s) - r = s - r). We proceed by

induction. Assume first that s = 1 and 0::;:; 2r < 1. Since X-I p~(x) is a
polynomial of degree 2n - 2, applying Theorem 5 (with 15 = 1 - 2r) and (9),
we see that for any integer k ~ 0, if Pn(x) = xkqn(x2),

II Y'ViJ(y)[ykI2qn(y)]'llp = IllxI 2r WiJ(x) Ixl- I
p~(x)ll:

::;:; c(r) n(I-2rI/ 211 WiJ(x) p~(x)ll:

::;:; c(p, r, k) n(I-2r)/2n
l /211 WiJ(x) Pn(x)ll:

= c(p, r, k) nI-r II ViJ(Y) yk
/2 qnCv)ll p • (14)

We now prove the inductive step. Assume 0::;:; r::;:; (s + 1)/2. We consider
two cases. If r < s/2, from the inductive hypothesis and (14)

II y'Vll(y) q~S+1)(Y)llp = II y rVIl(Y)[q~(y)] (SI lip
::;:; c(p, r, s) ns- r II ViJ(Y) q~(Y)lIp

::;:; c(p, r, s) nS+I-r II V/l(Y) qn(y)llp.

On the other hand, if r ~ (s/2), it is clear that r = (s/2) + 15 with 0 < 15 <1;
thus from (12) we infer that

II yrV/l(Y) q~s+ II(Y)llp

::;:; II y 8ViJ(Y)[ yS/2q~SI(y)]' lip + (s/2) II y r- 1V/l(Y) q:,SI(y)llp.

Applying (14) (with r replaced by 15) Theorem 9 and (13) (with s + 1
replaced by s), we therefore have

II yrViJ(Y) q~S +1I(y )ll p ::;:; c(p, r, s) n1- 8 II y S12 VIl(y) q~S)(y)llp

+ c(r, s) n1- 8 II yS/2 VIl(y) q~S)(y)llp

::;:; c(p, r, s) n1-8ns12 II ViJ(Y) qn( y)ll p

+ c(p, r, s) n l
-

8ns/211 ViJ(Y) qn(y)ll p.

Since 1 - J + s/2 = s + 1 - r the conclusion follows. Q.E.D.
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