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We shall use the following notation: $x$ will always denote a variable defined on $(-\infty, \infty), y$ will always denote a variable defined on $(0, \infty)$, $\|f(x)\|_{p}$ will stand for the norm of $f$ in $L_{p}(-\infty, \infty)$ and $\|f(y)\|_{p}$ for the norm of $f$ in $L_{p}(0, \infty)$; for $\beta \geqslant 0, W_{B}(x)=\left(1+x^{2}\right)^{3 / 2} \exp \left(-x^{2} / 2\right)$ and $V_{B}(y)=$ $(1+y)^{\beta / 2} \exp (-y / 2) ; n$ will denote a strictly positive integer, and $q_{n}$ an arbitrary polynomial of degree at most $n$; by $c$ we shall denote positive numbers depending at most on $\beta$, and by $c(\cdot)$ positive numbers depending at most on $\beta$ and on the variables enclosed by the parentheses, but not necessarily the same positive number if they appear more than once in the same formula.

This paper is a sequel to [1], and like it has been deeply influenced by the ideas of $G$. Freud. The first five theorems below present polynomial inequalities on $(-\infty, \infty)$ involving the weight $W_{B}(x)$; the case $\beta=0$ of these results was proved in [1]. The remaining five theorems present polynomial inequalities on $[0, \infty)$ involving the weight $V_{B}(y)$. The functions $W_{B}(x)$ were introduced by Freud in [2]. Note that if $Q_{\beta}(x)=-\ln \left[W_{\beta}(x)\right]$ and $\beta>16[\exp (1 / 16)-1]>1.04$, then $Q_{B}\left[(\beta / 16)^{1 / 2}\right]<0$, and therefore $W_{B}(x)$ does not satisfy one of the hypotheses of [3]. Moreover $Q_{\beta}^{\prime \prime}(0)=1-\beta$; thus if $\beta>1, W_{\beta}(x)$ is neither very strongly regular nor superregular in the sense of Mhaskar [4.5]. Hence the theorems in this paper are not contained in, nor can be trivially inferred from, the results of these authors.

We start with:
Theorem 1. Let $0 \leqslant r<\infty$ and $1 \leqslant p \leqslant \infty$. Then

$$
\left\||x|^{r} W_{B}(x) q_{n}(x)\right\|_{p} \leqslant c(m)\left\||x|^{r} W_{B}(x) q_{n}(x)\right\|_{L_{p}(-4 \sqrt{n}, 4 \sqrt{n})},
$$

where $m-1$ is the integral part of $r+\beta$.

[^0]Proof. Since

$$
\begin{equation*}
|x|^{3} W_{0}(x) \leqslant W_{\beta}(x) \leqslant 2^{\beta / 2}\left(1+|x|^{\beta}\right) W_{0}(x) \tag{1}
\end{equation*}
$$

the case $p=\infty$ follows by combining the cases $p=r$ and $p=r+\beta$ of $\mid 6$. Lemma 3|. Assume therefore that $p<\infty$, and let $I_{n}=\{x /|x| \geqslant 4 \sqrt{n}\} . J_{n}=$ $\{x / 4 \sqrt{n} \leqslant|x|<4 \sqrt{n+m}\}$. and $\quad V_{n}=\{x /|x| \geqslant 4 \sqrt{n+m}\}$. If $A_{n}=$ $\left.\left.\left|\int_{I_{n}}\right||x|^{r} W_{B}(x) q_{n}(x)\right|^{p} d x\right|^{1 / p}$, applying $|1,(12)|$ and the remarks that follow it, and bearing in mind that if $|x| \geqslant 1$, then $W_{3}(x) \leqslant 2^{3 / 2}|x|^{3} W_{0}(x)$, we have

$$
\begin{aligned}
\left(A_{n}\right)^{p}= & \left.\left.\int_{J_{n}}| | x\right|^{r} W_{B}(x) q_{n}(x)\right|^{p} d x+\left.\left.\left.\right|_{b_{n}}| | x\right|^{r} W_{B}(x) q_{n}(x)\right|^{p} d x \\
\leqslant & 2^{p \beta / 2}|16(n+m)|^{p(B+r) / 2} \int_{J_{n}}\left|W_{0}(x) q_{n}(x)\right|^{p} d x \\
& +\left.2^{p \beta / 2} \int_{V_{n}}| | x\right|^{r+\beta} W_{0}(x) q_{n}(x)^{p} d x \\
\leqslant & |c(m)|^{p}\left|n^{p m / 2}\right|_{I_{n}}\left|W_{0}(x) q_{n}(x)\right|^{p} d x+\left.\right|_{1_{n}}\left|x^{m} W_{0}(x)\right|^{p} d x \mid \\
\leqslant & |n c(m)|^{p} \mid n^{p m / 2} \exp (-c p n)\left(| | W_{0}(x) q_{n}(x) \|_{p}\right)^{p} \\
& +\exp (-c p|n+m|)\left(\|\left. x^{m} W_{0}(x) q_{n}(x)\right|_{p}\right)^{p} \mid \\
\leqslant & |n c(m)|^{p} \mid n^{p m / 2} \exp (-c p n)\left(| | W_{B}(x) q_{n}(x) \|_{p}\right)^{p} \\
& +\left.\exp (-c p|n+m|)\left(| | x^{m} W_{0}(x) q_{n}(x) \|_{p}\right)^{p}\right|^{2}
\end{aligned}
$$

An inspection of the proof of $\mid 1$, Theorem $1 \mid$ shows that

$$
\left\|x^{m} W_{0}(x) q_{n}(x)\right\|_{p} \leqslant c(m) n^{m / 2}\left\|W_{0}(x) q_{n}(x)\right\|_{p} \leqslant c(m) n^{m / 2}\left\|W_{B}(x) q_{n}(x)\right\|_{p}
$$

thus

$$
A_{n} \leqslant c(m) n^{(m+1) / 2} \exp (-c n)\left\|W_{B}(x) q_{n}(x)\right\|_{p}
$$

Since

$$
\left\||x|^{r} W_{B}(x) q_{n}(x)\right\|_{p} \leqslant\left\||x|^{r} W_{\beta}(x) q_{n}(x)\right\|_{\left.L_{p^{\prime}}+\sqrt{n, 4} \vee^{n}\right)}+A_{n},
$$

the conclusion follows.
Q.E.D.

For $0<\rho<\infty$, a result similar to Theorem 1 can be derived from Bonan $\{6,(3.2 .3)\}$. However, the integral on the right-hand side of the inequality would be defined over an interval with endpoints at $\pm\left[\left.(1+\lambda)(2 n+\beta / 2+1 / 2)\right|^{1 / 2}\right.$, where $\lambda$ is any positive real number. Thus the
inequality that can be inferred from Bonan's result is superior for small values of $\beta$, whereas for large values Theorem 1 is better.

Theorem 2. (a) Let $1 \leqslant p \leqslant \infty$ and $0 \leqslant r, \alpha<\infty$. Then

$$
\left\||x|^{r+\alpha} W_{\beta}(x) q_{n}(x)\right\|_{p} \leqslant c(r, \alpha) n^{\alpha / 2}\left\||x|^{r} W_{\beta}(x) q_{n}(x)\right\|_{p}
$$

(b) The above inequality is optimal in the sense that for any choice of $r, \alpha$ and $p,(r, \alpha \geqslant 0 ; 1 \leqslant p \leqslant \infty), c(r, \alpha)$ cannot be replaced by a sequence $\left\{c_{n}\right\}$ that converges to zero as $n$ tends to infinity.

Proof. (a) Applying Theorem 1 we have

$$
\begin{aligned}
\left\|\left.x\right|^{r+\alpha} W_{B}(x) q_{n}(x)\right\|_{p} & \leqslant c(r+\alpha)\left\||x|^{r+\alpha} W_{B}(x) q_{n}(x)\right\|_{L_{p}(-4 \sqrt{n}, 4 \sqrt{n})} \\
& \leqslant c(r, \alpha) n^{\alpha / 2}\left\||x|^{r} W_{\beta}(x) q_{n}(x)\right\|_{L_{p}(-4 \sqrt{n}, 4 \sqrt{n})} \\
& \leqslant c(r, \alpha) n^{\alpha / 2}\left\||x|^{r} W_{\beta}(x) q_{n}(x)\right\|_{p}
\end{aligned}
$$

and the conclusion follows.
(b) Proceeding as in the proof of [1, Theorem $1(b)]$ it is readily seen that for any $\delta \geqslant 0$ and $1 \leqslant p<\infty$,

$$
\left(\left\||x|^{\delta} W_{0}(x)\right\|_{p}\right)^{p}=(2 / p)^{(1 / 2)(\delta p+1)} \Gamma[(1 / 2)(\delta p+1)] .
$$

Let $q_{n}(x)=x^{n}$; thus $\left||x|^{r+\alpha} W_{B}(x) q_{n}(x)\right|=|x|^{r+\alpha+n} W_{B}(x)$, and from (1) we infer that if $1 \leqslant p<\infty$,

$$
\begin{aligned}
& \left\||x|^{r+\alpha} W_{\beta}(x) q_{n}(x)\right\|_{p} \geqslant\left\||x|^{r+\alpha+\beta+n} W_{0}(x)\right\|_{p} \\
& \quad=(2 / p)^{(1 / 2)[r+\alpha+\beta+n+1 / p 1}\left(\Gamma[(r+\alpha+\beta+n) p / 2+1 / 2]^{1 / p}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left\||x|^{r} W_{\beta}(x) q_{n}(x)\right\|_{p} \leqslant & 2^{\beta / 2}\left\|\left(1+|x|^{\beta}\right)|x|^{r+n} W_{0}(x)\right\|_{p} \\
\leqslant & 2^{\beta / 2}\left(\left\||x|^{r+n} W_{0}(x)\right\|_{p}+\left\||x|^{r+\beta+n} W_{0}(x)\right\|_{p}\right) \\
= & c(2 / p)^{(1 / 2) \mid r+n+1 / p]}\left(\Gamma[(r+n) p / 2+1 / 2 \mid)^{1 / p}\right. \\
& \left.+(2 / p)^{(1 / 2) \mid r+\beta+n+1 / p 1}(\Gamma[(r+\beta+n) p / 2+1 / 2])^{1 / p}\right] .
\end{aligned}
$$

Applying Stirling's formula we therefore see that

$$
\left\||x|^{r+\alpha} W_{\beta}(x) q_{n}(x)\right\|_{p} \geqslant c(r, \alpha) n^{\alpha / 2}\left\||x|^{r} W_{B}(x) q_{n}(x)\right\|_{p}
$$

and the conclusion follows.

We now prove the assertion for $p=\infty$. Using elementary calculus it is easy to see that for any $\delta \geqslant 0,\left\||x|^{\delta} W_{0}(x)\right\|_{\infty}=\delta^{\delta / 2} \exp (-\delta / 2)$. Applying (1) we thus have

$$
\begin{aligned}
& \left\||x|^{r-a} W_{B}(x) q_{n}(x)\right\|_{\alpha} \\
& \quad \geqslant(r+\alpha+\beta+n)^{(1 / 2)(r+a+B+n)} \exp [-(1 / 2)(r+\alpha+\beta+n) \mid
\end{aligned}
$$

and

$$
\begin{aligned}
\left\||x|^{r} W_{B}(x) q_{n}(x)\right\|_{\infty} \leqslant & 2^{\beta / 2}\left(\left\||x|^{r+n} W_{0}(x)\right\|_{x x}+\left\||x|^{r-3)+n} W_{0}(x)\right\|_{r}\right) \\
= & 2^{\beta / 2}\left|(r+n)^{(1 / 2)(r-n)} \exp \right|-(1 / 2)(r+n) \mid \\
& +(r+\beta+n)^{(1 / 2)(r+\beta+n)} \exp |-(1 / 2)(r+\beta+n)|
\end{aligned}
$$

whence the conclusion readily follows.
Q.E.D.

Part (a) of the following theorem was proved by G. Freud |2, p. 129. Theorem 2|. A particular case appears in |1].

Theorem 3. (a) Let $1 \leqslant p \leqslant \infty$; then for any natural number $s$,

$$
\left\|\left|W_{B}(x) q_{n}(x)\right|^{(s)}\right\|_{p} \leqslant c(s) n^{s / 2}\left\|W_{B}(x) q_{n}(x)\right\|_{p}
$$

(b) The above inequality is optimal (in the sense of Theorem 2).

Proof of (b). For the purposes of this proof we shall say that $a_{n} \approx b_{n}$ if there are two constants $K_{1}(k)$ and $K_{2}(k)$ such that $K_{1}(k)\left|b_{n}\right| \leqslant \mid a_{n} \leqslant$ $K_{2}(k)\left|b_{n}\right|$ Let $H_{n}(x)$ denote the $n$th Hermite polynomial; from $\mid 7$, p. 838 , 7.375-1| and Stirling's formula

$$
\begin{aligned}
& \int_{R} \exp \left(-2 x^{2}\right) H_{n}^{2}(x) H_{2 k}(x) d x \\
& \quad=\pi^{-1} 2^{(n+k-1 / 2)}|\Gamma(k+1 / 2)|^{2} \Gamma(n-k+1 / 2) \approx n^{-k} 2^{n} \Gamma(n+1 / 2)
\end{aligned}
$$

Since $\left(1+2 x^{2}\right)^{k}=\sum_{r-0}^{k} a_{r} H_{2 r}(x)$ we thus infer that

$$
\int_{R} \exp \left(-2 x^{2}\right) H_{n}^{2}(x)\left(1+2 x^{2}\right)^{k} d x \approx \sum_{r=0}^{k} a_{r} n^{-r} 2^{n} \Gamma(r+1 / 2) \approx 2^{n} \Gamma(n+1 / 2)
$$

From the inequality $\left(1+2 x^{2}\right)^{k} \leqslant\left(1+2 x^{2}\right)^{\delta} \leqslant\left(1+2 x^{2}\right)^{k+1}$, where $k$ is the integral part of $\delta$, it is clear that the preceding asymptotic formula is also satisfied if $k$ is replaced by any non-negative real number. Setting $\delta=\beta / 2, H e_{n}(x)=H_{n}(x \sqrt{2})$ and making the change of variable $\sqrt{2} x \rightarrow x$ we thus see that for any $\beta \geqslant 0$,

$$
\begin{equation*}
\left\|W_{B}(x) H e_{n}(x)\right\|_{2} \approx\left\{\left.2^{n} \Gamma(n+1 / 2)\right|^{1 / 2}\right. \tag{2}
\end{equation*}
$$

Since $\left[W_{0}(x) H e_{n}(x)\right]^{(r)}=(-1)^{r} 2^{-r / 2} W_{0}(x) H e_{n+r}(x)$, applying the Leibnitz rule we have

$$
\begin{aligned}
{\left[W_{\beta}(x) H e_{n}(x)\right]^{(s)}=} & {\left[\left(1+x^{2}\right)^{\beta / 2} W_{0}(x) H e_{n}(x)\right]^{(s)} } \\
= & \sum_{r=0}^{s-1}\left\{c(r, s)\left[\left(1+x^{2}\right)^{\beta / 2}\right]^{(s-r)} W_{0}(x) H e_{n+r}(x)\right\} \\
& +(-1)^{s} 2^{-s} W_{\beta}(x) H e_{n+s}(x) .
\end{aligned}
$$

Thus, since $\left|\left[\left(1+x^{2}\right)^{3 / 2}\right]^{(s-r)}\right| \leqslant c(r)\left(1+x^{2}\right)^{\beta / 2}$,

$$
\begin{aligned}
\left\|W_{\beta}(x) H e_{n+s}(x)\right\|_{2} \leqslant & c(s) \|\left[\left.W_{B}(x) H e_{n}(x)\right|^{(s)} \|_{2}\right. \\
& +\sum_{r=0}^{s-1} c(r, s)\left\|W_{\beta}(x) H e_{n+r}(x)\right\|_{2} .
\end{aligned}
$$

Since $\Gamma(x+1)=x \Gamma(x)$, we infer from (2) that if $r<s,\left\|W_{3}(x) H e_{n+r}(x)\right\|_{2}=$ $a_{n}(r)\left\|W_{\beta}(x) H e_{n+s}(x)\right\|$, where $\lim _{n \rightarrow \infty} a_{n}(r)=0$; hence the preceding inequality implies that $\left.\left\|W_{\beta}(x) H e_{n+s}(x)\right\|_{2} \leqslant c(s) \| \mid W_{\beta}(x) H e_{n}(x)\right]^{(s)} \|_{2}$. Since (2) also implies that $\left\|W_{\beta}(x) H e_{n}(x)\right\|_{2} \leqslant c(s) n^{-s / 2}\left\|W_{\beta}(x) H e_{n+s}(x)\right\|_{2}$, we conclude that $\left\|W_{B}(x) H e_{n}(x)\right\|_{2} \leqslant c(s) n^{-s / 2}\left\|\left[W_{\beta}(x) H e_{n}(x)\right]^{(s)}\right\|_{2}$, which proves the assertion for $p=2$.

We. shall now prove the statement for every $p \geqslant 1$. Let $f(x) \sim \sum a_{r}(f) p_{r}\left(W_{\beta}^{2} ; x\right)$ be the expansion of $f(x)$ in the polynomials $p_{r}\left(W_{\beta}^{2} ; x\right)$ orthogonal with respect to the weight $W_{\beta}^{2}(x)$ on $(-\infty, \infty)$, let $s_{m}\left(W_{B}^{2} ; f ; x\right)$ be the sum of the terms $r \leqslant m$ of this expansion, and let $V_{2 n}\left(W_{B}^{2} ; f ; x\right)=n^{-1} \sum_{m=n+1}^{2 n} s_{m}\left(W_{\beta}^{2} ; f ; x\right)$. From [2, (39), (40)] or [8, Lemma 2.6], and the Riesz-Thorin theorem [9, Vol. 2, p. 95], we readily infer that for all $p$ such that $1 \leqslant p \leqslant \infty$ and every measurable function $f(x)$ such that $\left\|W_{\beta}(x) f(x)\right\|_{p}<\infty$,

$$
\begin{equation*}
\left\|W_{\beta}(x) V_{2 n}\left(W_{\beta}^{2} ; f ; x\right)\right\|_{p} \leqslant c(p)\left\|W_{B}(x) f(x)\right\|_{D} . \tag{3}
\end{equation*}
$$

Assume now that for some $s$ and $p$ and for every polynomial sequence $\left\{q_{n}(x)\right\}$ there is a sequence $\left\{c_{n}\right\}$, converging to zero, such that

$$
\begin{equation*}
\left\|\left[W_{\beta}(x) q_{n}(x)\right]^{(s)}\right\|_{p} \leqslant c_{n} n^{s / 2}\left\|W_{\beta}(x) q_{n}(x)\right\|_{p} . \tag{4}
\end{equation*}
$$

Define the linear operator $T_{n, s}(f)$ by $\left[T_{n, s}(f)\right](x)=\left[W_{B}(x) V_{2 m}(f ; x)\right]^{(s)}$. Applying (4) and then (3) we readily infer that $\left\|\left[T_{n, s}(f)\right](x)\right\|_{p} \leqslant$ $c_{n} c(p)(2 n)^{s / 2}\left\|W_{\beta}(x) f(x)\right\|_{p}$. The argument is completed exactly as in the proof of [1, Theorem 2(b)].
Q.E.D.

Theorem 4. Let $r \geqslant 0$ and $1 \leqslant p, p_{1} \leqslant \infty$. Then

$$
\left\||x|^{r} W_{B}(x) q_{n}(x)\right\|_{p} \leqslant c(r) n^{\left|1 /(2 p)-1 /\left(2 p_{1}\right)\right|}\left\||x|^{r} W_{\beta}(x) q_{n}(x)\right\|_{p_{1}} .
$$

Proof. For $p<p_{1} \leqslant \infty$ the proof is identical to that of the corresponding case of $\mid 1$, Theorem 3], using Theorem 1 instead of $|1,(13)|$.

Let $x_{0}$ be such that $\left\||x|^{r} W_{B}(x) q_{n}(x)\right\|_{\alpha}=\left|x_{0}\right|^{r} \mid W_{\beta}\left(x_{0}\right) q_{n}\left(x_{0}\right)$. We now show that for every real $t$.

$$
\begin{equation*}
\left|1-c(r) n^{1 / 2}\right| t-x_{0}| |\left\||x|^{r} W_{B}(x) q_{n}(x)\right\|_{\sigma} \leqslant \|\left|\left.\right|^{r} W_{B}(t) q_{n}(t)\right| \tag{5}
\end{equation*}
$$

where $c(r)>0$. If $r$ is an integer, the proof is identical to that of $|1,(23)|$, using Theorem 3 instead of $\{1$, Theorem $2 \mid$. To prove it for other values of $r$. let $k$ be the integral part of $r$, and $c(r)=\max \{c(k), c(k+1)\}$. Let $t$ be arbitrary but fixed.

If $1-c(r) n^{1 / 2}\left|t-x_{0}\right| \leqslant 0$, (which happens in particular if $t=0$ ). (5) is trivial. Assume therefore that $1-c(r) n^{1 / 2} ; t-x_{0} \mid>0$, and let $h(r)=$ $\left\||x / t|^{r} W_{B}(x) q_{n}(x)\right\|_{x}$. Then (5) is equivalent to

$$
h(r) \leqslant\left|W_{B}(t) q_{n}(t)\right|\left|1-c(r) n^{1 / 2}\right| t-\left.x_{0}\right|^{-1}
$$

Since $\quad 1-c(k) n^{1 / 2}\left|t-x_{0}\right|>0 \quad$ and $\quad 1-c(k+1) n^{1 / 2} \mid t-x_{0 \mid}>0$, the preceding inequality is satisfied for $r=k$ and $r=k+1$, and the conclusion readily follows by noting that since $h(r)$ is convex. $h(r) \leqslant \max \{h(k)$, $h(k+1)\} \leqslant\left|W_{3}(t) q_{n}(t)\right|\left|1-c(r) n^{1 / 2}\right| t-x_{0}| |^{1}$.

The remainder of the proof is carried out exactly as in the proof of $\mid 1$. Theorem 3], using (5) instead of $|1,(23)|$.
Q.E.D.

Theorem 4 should also follow from $\mid 5$, Theorem $2 \mid$.
A result similar to Theorem 4 can be inferred from Mhaskar and Saff | 10. Theorems 6.1 and 6.4]. However, the constant that would appear in the inequality would depend also on $p$ and $p_{1}$.

A converse of Theorem 2 is

Theorem 5. Let $\alpha, \delta \geqslant 0$ and $1 \leqslant p \leqslant \infty$. Then

$$
\left\||x|^{\delta} W_{\beta}(x) q_{n}(x)\right\|_{p} \leqslant c(\alpha, \delta) n^{\alpha / 2}\left\|\mid x_{\mid}^{\alpha \cdot \delta} W_{B}(x) q_{n}(x)\right\|_{p} .
$$

The proof of this assertion is based on the following:

Lemma. Let $\delta \geqslant 0$ and $1 \leqslant p \leqslant \infty$. Then

$$
\left\||x|^{\delta} W_{B}(x) q_{n}(x)\right\|_{D} \leqslant c(\delta) n^{1 ; 2}\left\||x|^{\delta+1} W_{B}(x) q_{n}(x)\right\|_{p} .
$$

Proof. We first prove the statement for $p=\infty$ and $\beta=0$. Let $\gamma \geqslant 0$ and $\left\||x|^{\gamma} W_{0}(x) q_{n}(x)\right\|_{x}=\left|x_{0}\right|^{\gamma} W_{0}\left(x_{0}\right)\left|q_{n}\left(x_{0}\right)\right|$. Making if necessary a change of variable of the form $x \rightarrow-x$, we can assume without essential loss of generality that $x_{0} \geqslant 0$.

Setting $f(x)=x^{\gamma+1} W_{0}(x) q_{n}(x)(x \geqslant 0)$ and applying the mean value theorem we see that if $x_{0}>0, f\left(x_{0}\right)=x_{0} f^{\prime}(\xi)$, where $0<\xi<x_{0}$. Dividing by $x_{0}$ we have $x_{0}^{\gamma} W_{0}\left(x_{0}\right) q_{n}\left(x_{0}\right)=f^{\prime}(\xi)$, i.e.,

$$
\begin{equation*}
\left\||x|^{\gamma} W_{0}(x) q_{n}(x)\right\|_{\infty}=\left|f^{\prime}(\xi)\right| . \tag{6}
\end{equation*}
$$

An application of the mean value theorem and a limiting process also show that if $x_{0}=0,(6)$ is satisfied for $\xi=0$. (This case is of significance only if $\gamma=0$.) Let $m$ denote the integral part of $\gamma$; then $\gamma=m+\alpha$, where $0 \leqslant \alpha<1$. Since $f(x)=x^{\alpha} W_{0}(x)\left[x^{m+1} q_{n}(x)\right]$, it is clear that $f^{\prime}(x)=\alpha x^{\gamma} W_{0}(x) q_{n}(x)-$ $x^{\alpha+1} W_{0}(x)\left[x^{m+1} q_{n}(x)\right]+x^{\alpha} W_{0}(x)\left[x^{m+1} q_{n}(x)\right]^{\prime}$. Thus from (6),

$$
\begin{aligned}
\left\||x|^{\gamma} W_{0}(x) q_{n}(x)\right\|_{\infty} \leqslant & \alpha\left\||x|^{\gamma} W_{0}(x) q_{n}(x)\right\|_{\infty}+\left\||x|^{\gamma+2} W_{0}(x) q_{n}(x)\right\|_{\infty} \\
& \left.+\||x|^{\alpha} W_{0}(x) \mid x^{m+1} q_{n}(x)\right]^{\prime} \|_{\infty}
\end{aligned}
$$

i.e.,

$$
\begin{aligned}
& (1-\alpha)\left\||x|^{\gamma} W_{0}(x) q_{n}(x)\right\|_{\infty} \\
& \quad \leqslant\left\||x|^{\gamma+2} W_{0}(x) q_{n}(x)\right\|_{\infty}+\left\||x|^{\alpha} W_{0}(x)\left[x^{m+1} q_{n}(x)\right]^{\prime}\right\|_{\infty}
\end{aligned}
$$

Since $1-\alpha>0$, applying Theorem 2 to the first term in the right-hand member of the preceding inequality, and $[2,(29) \mid$ or $[11$, Theorem 8$]$ to the second term, we see that

$$
\left\||x|^{\gamma} W_{0}(x) q_{n}(x)\right\|_{\infty} \leqslant c(\gamma) n^{1 / 2}\left\||\gamma|^{\gamma+1} W_{0}(x) q_{n}(x)\right\|_{\infty}
$$

Combining the cases $\gamma=\beta$ and $\gamma=\beta+\delta$ of the preceding inequality with (1) and the inequality $0<W_{0}(x) \leqslant W_{B}(x)$, we readily conclude that

$$
\begin{equation*}
\left\||x|^{\delta} W_{\beta}(x) q_{n}(x)\right\|_{\infty} \leqslant c(\delta) n^{1 / 2}\left\||x|^{\delta+1} W_{\beta}(x) q_{n}(x)\right\|_{\infty} \tag{7}
\end{equation*}
$$

which is the result for $p=\infty$ and $\beta \geqslant 0$.
To prove the assertion for $1 \leqslant p<\infty$, let $I_{n}=\left[-n^{-1 / 2}, n^{-1 / 2}\right]$, and let $J_{n}$ be the complementary set of $I_{n}$ in $(-\infty, \infty)$. If $x$ is in $J_{n}, 1 \leqslant|x| n^{1 / 2}$; thus

$$
\begin{align*}
\left.\left.\int_{J_{n}}| | x\right|^{\delta} W_{B}(x) q_{n}(x)\right|^{p} d x & \leqslant\left.\left. n^{p / 2} \int_{J_{n}}| | x\right|^{\delta+1} W_{B}(x) q_{n}(x)\right|^{p} d x \\
& \leqslant\left[n^{1 / 2}\left\||x|^{\delta+1} W_{B}(x) q_{n}(x)\right\|_{p}\right]^{p} . \tag{8}
\end{align*}
$$

On the other hand, applying the mean value theorem of the integral calculus, (7), and Theorem 4, we have

$$
\begin{aligned}
\int_{I_{n}} \| x\left|W_{B}(x) q_{n}(x)\right|^{p} d x & =2 n^{-1 / 2} \|\left.\left. t\right|^{\delta} W_{B}(t) q_{n}(t)\right|^{p} \\
& \leqslant 2\left|n^{-1 /(2 p)}\left\||x|^{\delta} W_{B}(x) q_{n}(x)\right\|_{x}\right|^{p} \\
& \leqslant\left|c(\delta) n^{-1 /(2 p) \cdot 1 / 2}\left\||x|^{\delta \cdot 1} W_{B}(x) q_{n}(x)\right\|_{x}\right|^{p} \\
& \leqslant\left|c(\delta) n^{1 / 2} c(\delta)\left\||x|^{\delta+1} W_{B}(x) q_{n}(x)\right\|_{p}\right|^{p} .
\end{aligned}
$$

Combining the preceding inequality with (8), the conclusion follows. Q.E.D.
Proof of Theorem 5. It suffices to assume that $q_{n}(x)$ is not identically zero. The assertion is trivial for $\alpha=0$ and follows by repeated application of the Lemma if $\alpha$ is a natural number. Since the inequality is equivalent to

$$
\left(\left\|\left|n^{1 / 2} x\right|^{\alpha}|x|^{\delta} W_{\beta}(x) q_{n}(x)\right\|_{p}\right)^{\prime}\left\||x|^{\delta} W_{\beta}(x) q_{n}(x)\right\|_{p} \leqslant c(\alpha, \delta),
$$

and for fixed $\delta$ the left-hand member of the preceding expression is a convex function $h$ of $\alpha$, the conclusion now readily follows by noting that if $m-1$ is the integral part of $2 r+\beta+1 / p$, then $h(\alpha) \leqslant \max \{h(0), h(m)\}$.
Q.E.D.

A result similar to Theorem 5 can be inferred from $\mid 6$, p. 26, (3.2.27)| and Mhaskar and Saff $|12|$. However, the constant $c$ that appears in the inequality would depend also on $p$.

The remaining results concern the interval $(0, \infty)$ :

Theorem 6. Let $r \geqslant 0$ and $1 \leqslant p \leqslant \infty$. Then

$$
\left\|y^{r} V_{B}(y) q_{n}(y)\right\|_{p} \leqslant c(r)\left\|y^{r} V_{B}\left(y^{\prime}\right) q_{n}(y)\right\|_{L_{p^{(0,3 z n}}} .
$$

Proof. Assume first that $1 \leqslant p<\infty$. Since $q_{n}\left(x^{2}\right)$ is an even function, making the change of variable $y=x^{2}$ and applying Theorem 1 we see that if $m-1$ is the integral part of $2 r+\beta+1 / p$.

$$
\begin{aligned}
& \left\|y^{r} V_{B}(y) q_{n}(y)\right\|_{D}=\left\langle 2 \int_{0}^{\infty} \|\left.\left.\left. x\right|^{2 r} W_{B}(x) q_{n}\left(x^{2}\right)\right|^{p} x d x\right|^{1 p}\right. \\
& =\left\||x|^{2 r+1 / p} W_{\beta}(x) q_{n}\left(x^{2}\right)\right\|_{p} \\
& \leqslant c(m)\left\||x|^{2 r+1 / p} W_{B}(x) q_{n}\left(x^{2}\right)\right\|_{l_{p},-4 \sqrt{2 n, 4} / 2 n} \\
& =2^{1 / p} c(m)\left\||x|^{2 r+1 / p} W_{B}(x) q_{n}\left(x^{2}\right)\right\|_{I_{p}(0.4 \sqrt{2 n})} \\
& =2^{1 / p} c(m)\left[\left.\int_{0}^{4 / 2 n}\left|x^{2 r} W_{B}(x) q_{n}\left(x^{2}\right)\right|^{p} x d x\right|^{1 / p}\right. \\
& \leqslant c(m)\left\|y^{r} V_{\beta}(y) q_{n}(y)\right\|_{L_{-n}(0,32 n)} .
\end{aligned}
$$

The conclusion now follows by noting that if $m_{1}-1$ is the integral part of $2 r+\beta$, then $m=m_{1}$ or $m=m_{1}+1$, whence $c(m) \leqslant \max \left\{c\left(m_{1}\right), c\left(m_{1}+1\right)\right\}$ (i.e. $c(m) \leqslant c(r)$ ). The proof for $p=\infty$ is similar and will be omitted.
Q.E.D.

Theorem 7. (a) Let $1 \leqslant p \leqslant \infty$ and $0 \leqslant r, \alpha<\infty$. Then

$$
\left\|y^{r+\alpha} V_{B}(y) q_{n}(y)\right\|_{p} \leqslant c(r, \alpha) n^{\alpha}\left\|y^{r} V_{B}(y) q_{n}(y)\right\|_{p}
$$

(b) The preceding inequality is optimal (in the sense of Theorem 2).

Proof. Part (a) is a trivial consequence of Theorem 6. To prove (b), set $q_{n}(y)=y^{n}$, and proceed as in the proof of Theorem 2(b), using the fact that for $y \geqslant 0$,

$$
y^{\beta / 2} V_{0}(y) \leqslant V_{\beta}(y)=(1+y)^{\beta / 2} V_{0}(y) . \quad \text { Q.E.D. }
$$

Theorem 8. Let $r \geqslant 0$ and $1 \leqslant p, p_{1} \leqslant \infty$. Then

$$
\left\|y^{r} V_{\beta}(y) q_{n}(y)\right\|_{p} \leqslant c(r) n^{\left(1 / p-1 / p_{1} \mid\right.}\left\|y^{r} V_{\beta}(y) q_{n}(y)\right\|_{p_{1}}
$$

Proof. Let $y=x^{2}$. Since

$$
\left\|y^{r} V_{\beta}(y) q_{n}(y)\right\|_{p}=\left\||x|^{2 r+1 / p} W_{\beta}(x) q_{n}\left(x^{2}\right)\right\|_{p},
$$

the conclusion readily follows from Theorem 4 if we notice that the function $c(r)$ that appears in the statement of Theorem 4 can be taken to be constant between consecutive integers and use an argument similar to the one employed at the end of the proof of Theorem 6 to prove independence from $p$.
Q.E.D.

The following is a trivial consequence of Theorem 5, obtained by the change of variable $y=x^{2}$.

Theorem 9. Let $1 \leqslant p \leqslant \infty, \alpha \geqslant 0$, and $\delta \geqslant-1 /(2 p)$. Then

$$
\left\|y^{\delta} V_{\beta}(y) q_{n}(y)\right\|_{p} \leqslant c(\alpha, \delta) n^{\alpha}\left\|y^{\alpha+\delta} V_{\beta}(y) q_{n}(y)\right\|_{p} .
$$

Finally, we have
Theorem 10. Let $r \geqslant 0$ and assume that $1 \leqslant p \leqslant \infty$. Then

$$
\left\|y^{r} V_{B}(y) q_{n}^{(s)}(y)\right\|_{p} \leqslant c(p, r, s) n^{\max (2 r, s)-r}\left\|V_{B}(y) q_{n}(y)\right\|_{p}
$$

Proof. Let $\|f(x)\|_{p}^{*}$ denote the $L_{p}$ norm of $f(x)$ with respect to the measure $|x| d x$ on $(-\infty, \infty)$. It is easy to see that for any polynomial $q_{n}$

$$
\begin{equation*}
\left\|W_{\beta}(x) q_{n}^{\prime}(x)\right\|_{p}^{*} \leqslant c(p) n^{1 / 2}\left\|W_{\beta}(x) q_{n}(x)\right\|_{p}^{*} \tag{9}
\end{equation*}
$$

For $p=\infty$ this assertion trivially follows from $|2,(29)|$. whereas for $1 \leqslant p<\infty$ it is a consequence of (1) and $|3,(3.2 .1)|$.

We now proceed with the proof of the theorem, starting with the case $2 r \geqslant s$ (whence $\max (2 r, s)-r=r$ ). The proof is by induction on $s$. Let $y=x^{2}$ and $p_{n}(x)=q_{n}\left(x^{2}\right)$; then if $q_{n}^{\prime}(y)=(d / d y) q_{n}(y)$ and $p_{n}^{\prime}(x)=$ $(d / d x) p_{n}(x)$, it is clear that $y^{1 / 2} q_{n}^{\prime}(y)=(1 / 2) p_{n}^{\prime}(x)$. Since $W_{\beta}(x) p_{n}(x)$ is an even function, proceeding as in the proof of Theorem 6 we have

$$
\left\|y^{1 / 2} V_{B}(y) q_{n}^{\prime}(y)\right\|_{p}=\left\|W_{B}(x) p_{n}^{\prime}(x)\right\|_{p}^{*}
$$

whence from (9) we infer that if $p=1$ or $p=\infty$.

$$
\begin{equation*}
\left\|y^{1 / 2} V_{B}(y) q_{n}^{\prime}(y)\right\|_{p} \leqslant c(p) n^{1 / 2}\left\|W_{B}(x) p_{n}(x)\right\|_{p}^{*}=c(p) n^{1 / 2}\left\|V_{B}(y) q_{n}(y)\right\|_{n} \tag{10}
\end{equation*}
$$

If $2 r \geqslant 1$, applying Theorem 7 and then (10) we see that

$$
\begin{aligned}
\left\|y^{r} V_{B}(y) q_{n}^{\prime}(y)\right\|_{p} & =\left\|y^{(r-1 / 2) \cdot 1 / 2} V_{B}(y) q_{n}^{\prime}(y)\right\|_{p} \\
& \leqslant c(p, r) n^{r-1 / 2}\left\|y^{\prime 2} V_{B}(y) q_{n}^{\prime}(y)\right\|_{n} \\
& \leqslant c(r, p) n^{r 1 / 2} n^{1 / 2}\left\|V_{3}(y) q_{n}(y)\right\|_{p}
\end{aligned}
$$

We have therefore proved the assertion for $s=1$.
Before proving the inductive step note that if $s$ is a natural number, applying (9) we have

$$
\begin{align*}
\left\|y^{1 / 2} V_{B}(y)\left|y^{s / 2} q_{n}(y)\right|^{\prime}\right\| & =\left\|W_{B}(x)\left|x^{s} p_{n}(x)\right|^{\prime}\right\|_{n}^{*} \\
& <c(p, s) n^{1 / 2}\left\|W_{B}(x) x^{s} p_{n}(x)\right\|_{n}^{*} \\
& =c(p, s) n^{1.2}\left\|y^{s / 2} V_{B}(y) q_{n}(y)\right\|_{p} . \tag{11}
\end{align*}
$$

To prove the inductive step we proceed as follows: Since

$$
\begin{equation*}
y^{s / 2} q_{n}^{(s+1)}(y)=\left|y^{s / 2} q_{n}^{(s)}(y)\right|^{\prime}-(s / 2) y^{s / 2-1} q_{n}^{(s)}(y) \tag{12}
\end{equation*}
$$

it is clear that

$$
\begin{aligned}
& \left\|y^{(s+1) / 2} V_{B}(y) q_{n}^{(s-1)}(y)\right\|_{p} \\
& \quad \leqslant\left\|y^{1 / 2} V_{B}(y)\left|y^{s / 2} q_{n}^{(s)}(y)\right|^{\prime}\right\|_{p}+(s / 2)\left\|y^{(s-1) / 2} V_{B}(y) q_{n}^{(s)}(y)\right\|_{p},
\end{aligned}
$$

whence from (11), Theorem 9, and the inductive hypothesis,

$$
\begin{aligned}
& \left\|y^{(s-1) / 2} V_{B}(y) q_{n}^{(s+1)}(y)\right\|_{p} \\
& \quad \leqslant c(p, s) n^{1 / 2}\left\|y^{s / 2} V_{B}(y) q_{n}^{(s)}(y)\right\|_{p}+c(s) n^{1 / 2}\left\|y^{s / 2} V_{B}(y) q_{n}^{(s)}(y)\right\|_{p} \\
& \quad \leqslant c(p, s) n^{1 / 2} n^{s / 2}\left\|V_{B}(y) q_{n}(y)\right\|_{p}+c(p, s) n^{(s+1) / 2}\left\|V_{B}(y) q_{n}(y)\right\|_{p} \\
& \quad=c(p, s) n^{(s+1) / 2}\left\|V_{B}(y) q_{n}(y)\right\|_{p} .
\end{aligned}
$$

If $2 r \geqslant s+1$, applying Theorem 7 we therefore have

$$
\begin{align*}
\left\|y^{r} V_{B}(y) q_{n}^{(s+1)}(y)\right\|_{p} & =\left\|y^{r-(s+1) / 2} y^{(s+1) / 2} V_{B}(y) q_{n}^{(s+1)}(y)\right\|_{p} \\
& \leqslant c(p, r, s) n^{r-(s+1) / 2}\left\|y^{(s+1) / 2} V_{\beta}(y) q_{n}^{(s+1)}(y)\right\|_{p} \\
& \leqslant c(p, r, s) n^{r}\left\|V_{B}(y) q_{n}(y)\right\|_{p} \tag{13}
\end{align*}
$$

and the conclusion follows.
Assume now that $2 r<s$ (whence $\max (2 r, s)-r=s-r)$. We proceed by induction. Assume first that $s=1$ and $0 \leqslant 2 r<1$. Since $x^{-1} p_{n}^{\prime}(x)$ is a polynomial of degree $2 n-2$, applying Theorem 5 (with $\delta=1-2 r$ ) and (9), we see that for any integer $k \geqslant 0$, if $p_{n}(x)=x^{k} q_{n}\left(x^{2}\right)$,

$$
\begin{align*}
\left\|y^{r} V_{B}(y)\left[y^{k / 2} q_{n}(y)\right]^{\prime}\right\|_{p} & =\left\||x|^{2 r} W_{B}(x)|x|^{-1} p_{n}^{\prime}(x)\right\|_{p}^{*} \\
& \leqslant c(r) n^{(1-2 r) / 2}\left\|W_{B}(x) p_{n}^{\prime}(x)\right\|_{p}^{*} \\
& \leqslant c(p, r, k) n^{(1-2 r) / 2} n^{1 / 2}\left\|W_{3}(x) p_{n}(x)\right\|_{p}^{*} \\
& =c(p, r, k) n^{1-r}\left\|V_{B}(y) y^{k / 2} q_{n}(y)\right\|_{p} \tag{14}
\end{align*}
$$

We now prove the inductive step. Assume $0 \leqslant r \leqslant(s+1) / 2$. We consider two cases. If $r<s / 2$, from the inductive hypothesis and (14)

$$
\begin{aligned}
\left\|y^{r} V_{\beta}(y) q_{n}^{(s+1)}(y)\right\|_{p} & =\left\|y^{r} V_{\beta}(y)\left[q_{n}^{\prime}(y)\right]^{(s)}\right\|_{p} \\
& \leqslant c(p, r, s) n^{s-r}\left\|V_{\beta}(y) q_{n}^{\prime}(y)\right\|_{p} \\
& \leqslant c(p, r, s) n^{s+1-r}\left\|V_{B}(y) q_{n}(y)\right\|_{p}
\end{aligned}
$$

On the other hand, if $r \geqslant(s / 2)$, it is clear that $r=(s / 2)+\delta$ with $0<\delta<\frac{1}{2}$; thus from (12) we infer that

$$
\begin{aligned}
& \left\|y^{r} V_{B}(y) q_{n}^{(s+1)}(y)\right\|_{p} \\
& \quad \leqslant\left\|y^{\delta} V_{B}(y)\left[y^{s / 2} q_{n}^{(s)}(y)\right]^{\prime}\right\|_{p}+(s / 2)\left\|y^{r-1} V_{\beta}(y) q_{n}^{(s)}(y)\right\|_{p} .
\end{aligned}
$$

Applying (14) (with $r$ replaced by $\delta$ ) Theorem 9 and (13) (with $s+1$ replaced by $s$ ), we therefore have

$$
\begin{aligned}
\left\|y^{r} V_{B}(y) q_{n}^{(s+1)}(y)\right\|_{p} \leqslant & c(p, r, s) n^{1-\delta}\left\|y^{s / 2} V_{\beta}(y) q_{n}^{(s)}(y)\right\|_{p} \\
& +c(r, s) n^{1-\delta}\left\|y^{s / 2} V_{B}(y) q_{n}^{(s)}(y)\right\|_{p} \\
\leqslant & c(p, r, s) n^{1-\delta} n^{s / 2}\left\|V_{B}(y) q_{n}(y)\right\|_{p} \\
& +c(p, r, s) n^{1-\delta} n^{s / 2}\left\|V_{B}(y) q_{n}(y)\right\|_{p} .
\end{aligned}
$$

Since $1-\delta+s / 2=s+1-r$ the conclusion follows.
Q.E.D.
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